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1. Advertising Standards Authority (ASA)  
 

Non-Fungible Tokens  
 
Introduction 
 

The ASA, as the UK’s independent advertising regulator, has been administering the non -
broadcast advertising code for 60 years and the broadcast advertising code for 18 years. Our 
work includes undertaking proactive projects as well as acting on complaints to tackle 

misleading, offensive or harmful adverts.  
 
As the UK’s frontline advertising regulator, the ASA brings together different statutory, co -

regulatory and self-regulatory enforcement mechanisms so they appear seamless to people and 
businesses. Our system involves the active participation of a range of legal backstops in the 
consumer protection landscape. We work closely with a network of partners including the 

Gambling Commission, the Information Commissioner’s Office, the Financial Conduct Authority 
and the Competition and Markets Authority.  
 

We use our convening powers to bring together the ad industry and media owners to set, 
maintain and police high standards. Through the sharing of information, joined-up enforcement 
action and referral processes, our partners bolster our regulation and assist us, where 
necessary, to bring noncompliant advertisers into line. Together, this ‘collective regulation’ 

helps to protect people and responsible businesses from irresponsible ads: ads that mislead, 
harm or offend their audience. 
 

The ASA is concerned about the shifting and growing landscape in the sale of non-fungible 
tokens (NFTs) and has presented this paper to highlight our concerns and seek the views and 
support of regulatory partners to create a framework for the advertising of NFTs in the UK.  

 
Our regulation of cryptoasset advertising to date 
 

Cryptoassets are highly volatile, complex products, subject to frequent changes in value, that 
can potentially lead investors to experience large falls in the value of their cryptoassets which, 
because most are not currently regulated by the FCA, do not fall under the umbrella of financial  
compensation schemes such as the Financial Services Compensation Scheme or the Financial  

Ombudsman. Absence of statutory regulation also means that cryptoasset advertising does not 
fall under FCA financial promotions rules. We therefore recognise the important role we play in  
regulating ads for cryptoassets to ensure they do not mislead consumers about a product’s risks 

or act irresponsibly in their promotion. 
 
In recent years, in and around the pandemic, we witnessed a significant increase in the volume 

of ads for cryptocurrencies, with the increase particularly noticeable for online media. Given 
the high risk of consumer detriment, in 2021 the ASA identified cryptocurrency advertising as a 



 
‘red alert’ priority, and we took the decision to proactively investigate selected cryptocurrency 
ads across different online media to act as precedent-setting cases that would establish the 
ground-rules for advertising. Twelve rulings were published in late December 2021 to ensure 

widespread media impact and to bring to the attention of consumers the risks involved with 
cryptocurrencies. We followed that with an Enforcement Notice sent to 50 cryptoasset 
companies in March 2022. Since then we have been actively monitoring the market for 

problematic cryptocurrency advertising using AI tools to assist us and, to date, have seen a 
significant improvement in compliance. Prior to the Enforcement Notice, all in-remit ads for six 
key advertisers (identified as accounting for the vast majority of ads in the UK) were found to 

be non-compliant before the Enforcement Notice, particularly for posters and the Meta ad 
library. However, except for a single Twitter bio, total compliance was seen across all media 
after the Enforcement Notice, including for Crypto.com, the most prolific but least compliant 

advertiser at the start of enforcement. 
 
Non-Fungible Tokens (NFTs), as a type of cryptoasset, are also unregulated and highly volatile in  

value, and therefore present similar – but not identical – risks to consumers. Last year saw an  
explosion in both the popularity and advertising of NFTs, with the surge in interest primarily 
from their presence in the world of collectibles and digital art, collaboration with noted 
celebrities or sportspeople and the media attention surrounding the sale of particular NFTs at 

auction for very high prices, sometimes reaching into the millions. The increase in NFT 
advertising has been particularly noticeable in paid, online media.  
 

We’ve conducted preliminary scoping and have identified several potential issues with current 
NFT advertising: 

• Absence of risk warnings or regulatory status. 

• Absence of information about applicable fees unlikely to be known to consumers, for  

• example gas fees, platform commission/service charges and smart contract-embedded  

• royalty fees on future sales.  

• Absence of information relating to ownership rights or significant restrictions on the  

• use/resale of the NFT. 

• Exaggerated claims about the value or future performance of NFTs. 

• Ads trivialising an investment or potentially taking advantage of consumers’ 
inexperience, 

• particularly when targeted at the social media followers of celebrities or sportspersons 
likely  

• to be unfamiliar with NFT purchase and resale. 

• Targeting of NFT ads to children. 

• Implied “fear of missing out” claims. 
 

Examples of NFT ads reflecting some of these issues are provided in the appendix. 
 



 
Given the potential for consumer detriment, we are conducting a similar proactive approach to 
that for cryptocurrency and have already begun three investigations into ads that 
unambiguously promote NFTs as investments. The subsequent rulings (due later this year) 

should set out some basic principles for NFT advertising with respect to risk warnings, 
regulatory and performance information.  
 

However, unlike cryptocurrency, there is arguably a greater level of complexity and nuance  
associated with NFTs that merits wider consideration. We would welcome views from other  
regulatory partners, both to benefit from a range of expert views and to work towards  

comprehensive, complementary and consistent regulation of NFT ads.  
 
Factors influencing the regulation of NFT advertising 

 
NFTs can serve different functions depending on the context. Some are explicitly presented for 
their investment potential, others are positioned as a form of receipt of ownership on a 

blockchain, others are promoted as collectibles for sports fans, others as a form of hobby 
purchase. That said, some NFTs contain multiple features. For instance, collectible NFTs that are 
also promoted as having investment potential. It might be said that the purpose of NFTs can 
exist along a range of benefits from pure investment purpose at one end of the scale to that of 

hobby/collectible at the other. 
 
NFTs are also becoming more prevalent for purchase within gaming or have other utility 

functions, while NFTs are also being used to raise money for charitable causes. More recently, 
NFTs have been finding their way into the property market, both digital and ‘real-world’. 
 

This means that, compared to cryptocurrency, a one-size-fits-all approach to the regulation of 
NFT advertising is arguably less feasible for a number of reasons. 
 

Are NFTs always an investment product? 
 
We’re aware of discussions amongst industry stakeholders and the media about whether it is  

reasonable to consider that an NFT is being marketed as an investment product in all  
circumstances, particularly in the absence of any implied or explicit investment terminology.  
However, we also note that regardless of the context in which an NFT is promoted, in most  
circumstances consumers need to have a digital wallet funded with cryptocurrency, which may  

potentially expose them to further risk. 
 
Any decision would be likely to influence the requirements we put in place for NFT advertising, 

for example: 
 

• Whether all NFT ads should make clear that they are a form of cryptoasset which is 
unregulated and highly volatile, as we require for cryptocurrency ads. 



 
• How we regard the responsibility of NFT ads with content that may target, or appeal to 

children, or responsibility concerns more generally. 

• How we apply our rules to NFTs advertised for charitable purposes. 

• How our rules are applied to ads for competitions or promotions including NFTs.  

 
In considering this matter, we also understand that while the government determined that 
qualifying cryptoassets are brought under the Financial Promotion Order, non-fungible tokens 
have been left out of scope. HM Treasury’s Cryptoasset Promotions consultation response 

explains that “non-fungible tokens may represent a wide array of different assets which might 
constitute non-financial services products. Additionally, as the non-fungible token market is 
evolving rapidly and remains at an early stage of development, the government does not yet 

have sufficient information on risks and use-cases. As such, seeking to bring non-fungible 
tokens into scope might have unintended consequences for the market”.  
 

Adding to this complexity we are also aware of the emergence of ‘fractional NFTs’, where an 
NFT is split into a number of equivalent tokens for purchase by multiple owners which are 
tradable. We understand that in this scenario a fractional NFT would constitute a fungible token 

and as such, could then impact whether ads for fractional NFTs would come under the Financial 
Promotions Order. 
 
We are therefore mindful that any decisions we make concerning the presentation of NFTs as  

investments may raise potential conflict with a statutory view. 
 
Money Laundering Regulations 

 
Businesses that undertake certain cryptoasset activity in the UK are required to register with 
the FCA for money laundering supervision. Our previous enforcement work on cryptocurrency  

advertising identified ads for some businesses that undertake cryptoasset activity without the  
required authorisation and which are therefore operating illegally. As such, we refer ads for 
these companies to the FCA for follow-up. It is not clear whether firms providing NFTs would 

require similar registration, but if so would impact on our enforcement capability for such 
advertising. 
 

Capital Gains Tax and other taxes 
 
The ASA requires that cryptocurrency ads include a statement that Capital Gains Tax may apply 
to transactions, based on HMRC guidance. Although we understand NFTs are likely to be 

treated as taxable assets for capital gains and inheritance tax purposes, we note that no formal 
guidance for NFTs has yet been published by HMRC, so it is unclear whether the same 
disclosure should be required for NFT advertising. 

 
Legislative implications 
 



 
As an emerging technology, NFTs incorporate features that raise questions about the 
application of existing legislation. In July, the Law Commission published a consultation paper1 
which includes discussion of NFTs in relation to legislation relating to matters such as 

intellectual property rights, licensing, copyright, smart contracts and royalties, as well as a 
recent project2, sponsored by the Ministry of Justice, to consider the private international law 
challenges in tech-related disputes, both with a view to provide clarity in areas of legal 

uncertainty and to suggest reforms. 
 
As a non-statutory body, the ASA does not enforce legislation, but our Codes are developed to 

work within and to complement legal controls. Legislative changes may therefore impact our 
Codes and how we interpret and apply our rules to NFT ads, particularly in matters relating to 
material information, pricing, and the use of data for marketing. We are also mindful of the fact 

that the technology behind NFTs is complex and terms and conditions relating to purchase, 
ownership rights and transfer may be more difficult for consumers to understand. As well as 
having responsibility for how these are presented on websites advertising NFTs that fall within 

our remit, we also need to consider which conditions are so significant that they warrant 
inclusion on both paid-for ads and social media ads. 
 
NFTs and gambling  

 
NFTs have found their way onto online gambling platforms, and can be incorporated into 
casinos, sport and esports betting. We understand that the Gambling Commission has taken an 

interest in several NFT-based services in relation to whether they may constitute an illegal 
lottery, or alternatively, whether they are an unlicensed gambling platform. In reference to 
NFTs, Andrew Rhodes3, Gambling Commission CEO, recently acknowledged that the boundaries 

of what can be defined and regulated as gambling products are becoming increasingly blurred. 
 
Government NFTs 

 
Earlier in the year, the then Chancellor of the Exchequer announced that the Royal Mint will 
create and release a range of NFTs in summer 2022, as part of the UK’s ‘forward-looking 

approach’ towards cryptoassets. The release of the NFTs is now uncertain under the new 
Government, but we still need to consider whether these government proposals provide 
credibility for NFTs that has implications for regulatory provision.  
 

 
1 Law Commission: Digital assets consultation paper https://www.lawcom.gov.uk/project/digital-assets/ 

2 Law Commission: Digital assets: which law, which court? https://www.lawcom.gov.uk/law-commission-review-to-examine-how-private-

international-law-can-apply-to-digital-assets-and-other-emerging-technology/ 
3 IAGR Conference 2022: https://www.gamblingcommission.gov.uk/news/article/andrew-rhodes-speech-at-iagr-conference-2022 
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Enforcement challenges 
 
When rules have been put in place for NFT ads, they need to be enforced across the industry.  

However, compared to cryptocurrency, enforcement of NFT ads is more difficult for several 
reasons: 
 

• Range of NFT providers: Compared to cryptocurrency ads which are primarily placed by 
a relatively small number of cryptocurrency firms or exchanges, NFTs may be sold by a 
large variety of retailers including cryptoasset firms, NFT marketplaces, sports teams, 
fashion retailers, jewellers, musicians, artists and museums. The barriers to entry to 

market are very low, so anyone can, if they wish, go online, “mint” and then market 
their own NFT. Distribution of guidance and effective enforcement action across such a 
large range of industries and providers is therefore going to be much more difficult. 

• Scams: ASA intelligence suggests that NFTs are an attractive mechanism for scams by 
criminal actors. A well-known NFT-related scam is a ‘rug pull’, where developers set up 
an NFT project, drive up the price through promotional hype, sell their NFTs, then 
suddenly stop backing it, plunging its value to zero. There may be difficulties in 

identifying which ads are for legitimate or scam NFTs and how to regulate across these 
two scenarios. 

• Identification and location of providers: Whilst some NFT providers and advertisers are 
UK-based, a large number are based overseas yet targeting the UK market through their 

partnerships (with sports stars for example) or their direct promotional activity. In other 
cases, it may be difficult to determine where an NFT provider is based or even the legal 
entity behind an NFT ad. This may have implications for regulatory remit and 

enforcement action. Advertising of NFTs within the metaverse is also likely to raise 
issues relating to regulatory jurisdiction. 
 

Conclusion and discussion points 
 
NFTs are a complex product which present risks and issues which are not the sole concern of  

advertising regulation. Decisions need to take a number of factors into account and require  
discussion with other interested regulators and stakeholders to ensure that the resulting 
framework for the marketing of NFTs is robust and aligned with statutory views.  

 
We are aware that the DRCF works to promote coherence between regimes, collaboration and  
building of capability across regulators, and the ASA believes that this is particularly key to 
ensure effective regulation of NFTs. We therefore ask whether the DRCF can consider this 

paper. 
 
In doing so, and as a starting point, we have suggested some discussion points on the following  

points of principle: 
 



 
1. Given the fact that all NFTs are a form of cryptoasset and all require consumers to open 

a cryptocurrency account, and mindful of the risks that cryptoassets pose to UK 
consumers, the ASA is minded (through its current ongoing investigations) to put in 

place rules that will require all NFTs ads to disclose: 
o That NFTs are a form of cryptoasset 
o That they are unregulated by UK financial authorities 

o That they are volatile 
 

2. As a matter of public policy such a position will prevent NFT advertising from appearing 

on mainstream UK broadcast channels. It would also circumvent the issue outlined 
above concerning how NFTs can be considered along a spectrum from hobby to 
investment. We believe that this is in the consumer interest given the risks that 

cryptoassets pose to UK consumers, but we would welcome others’ views.  
 

3. Clarification on the tax treatment of NFTs is in the interests of UK consumers so it can be 

reflected in the information required in NFT advertising. HMRC should be encouraged to 
provide certainty of tax treatment of NFTs as a matter of priority. 

 
4. We are also keen to discuss the position of statutory regulators on NFTs and any 

impending changes that may impact on our requirements for, and subsequent 
enforcement of, NFT ads, particularly in relation to: 

o Application of Money Laundering Regulations to NFT providers.  

o Consideration of fractional NFTs as a fungible token and impact on future 
financial  

o promotion requirements. 

o Best practice presentation of NFT-specific terms and conditions to consumers,  
o particularly relating to smart contracts, pricing, IP rights and licensing matters.  

 

5. Finally, we ask whether there is any interest in maintaining regular communication on 
NFT matters to ensure consistency and robust regulation. We note that in recent days 
the Department for Culture, Media and Sport has announced an enquiry into NFTs; so, 

partner regulators may wish to co-ordinate and collaborate on responses. 
 
Other policy interactions and technologies we would like the DRCF to take into consideration 
as it develops its workplan for 2023/24 

 
As part of the ASA’s five-year strategy, More Impact Online, we are harnessing technology to 
help us regulate advertising online more effectively. Using avatar technology (online profiles 

which simulate children’s browsing activity), web scraping tools and mobile phone metering 
software we are monitoring age-restricted ads to identify the minority that, in breach of our 
rules, are placed on websites disproportionately popular with children or that are served to the 

social media accounts of children who are age-registered as 17 or younger. This has been 
followed by effective follow-up enforcement action.  



 
 
We have also worked closely with online platforms to lift the lid on alcohol marketers’ 
audience-targeting selections, to help us understand whether they are taking appropriate steps 

to target their ads to an adult audience and away from a child audience in logged-in social 
media environments. In a landmark project, between 1 February 2020 and 31 March 2020, 
Facebook, Instagram, Snapchat, Twitter and YouTube submitted brand-anonymised targeting 

data to the ASA relating to over 2,000 alcohol campaigns run on these platforms. This work 
recognised that platforms, which play an important role in children’s lives, are significant 
repositories of marketing data, including brands’ targeting practices, which – for the purpose of 

this project – they anonymised and shared with us. By sharing the anonymised data with us, the 
platforms helped us to uncover important insights into the extent to which alcohol brands and 
their agencies are using the tools available to them (which differ from platform to platform) to 

target their ads away from children’s social media accounts.  
 
Last year, in a world first, in collaboration with the largest companies in the digital advertising 

supply chain (Adform, Amazon Ads, Google, Index Exchange, Magnite, Meta, Snap Inc., TikTok, 
Twitter and Yahoo), we launched a pilot, which extends the ASA’s role online. Under the title of  
‘Intermediary and Platform Principles’, the pilot explores the merits of formalising and bringing 
more accountability and transparency to the role that these companies play in helping to 

uphold the UK’s world-leading system of advertising regulation. As part of the pilot, 
participating companies voluntarily agree to provide information to us to demonstrate how 
they operate in accordance with the pilot’s principles.  

 
As DRCF develops its workplan we believe it is important it considers looking at ways of 
improving transparency and data sharing by digital platforms; of particular relevance to the 

work of the ASA, it is increasingly important that we have access to online ad data (e.g. ad 
creative and ad media placement; age / potential vulnerabilities of audience in receipt of 
particular ads; marketers’ use of known/inferred data for the purposes of ad targeting; etc.) in 

order to support independent ad monitoring activities and inform our regulatory interventions. 
This relates to banner ads, in-feed ads, pop-up ads and other ads in traditional paid-space 
online; organic ads (in brands’ owned media) and influencer ads. We imagine that the need for 

data transparency and data access is relevant, and currently presents a challenge to, all DRCF 
members.  
 
A separate point, we also think DRCF should bring or keep algorithm design under 

consideration. We know from discussions with civil servants (in the context of body image 
related harms) that there are concerns around how the use of algorithms can have negative 
impacts on young social media users; with online platforms tending to serve more and more 

content that could have a potentially harmful psychological impact.  
 
To the best of our understanding, we aren’t aware of any particular policy thinking around this 

in the online safety bill. It’s conceivable that the requirements in the UK Online Safety bill 
around platforms providing tools to help people see less of certain types of content could 



 
include consideration of algorithms but it doesn’t necessarily follow. While this seems more of 
a media regulatory issue (Ofcom?), advertising also involves a lot of algorithmic processes. We 
can conceive of a shared interest between Ofcom and the ICO on this issue.  

 
Appendix: Examples of NFT advertising 
 

 



 

 

 
 



 

 

 
 



 

 
 



 

 
 



 

 
 

 
 



 

 

 
 



 

 
 

 
 



 

 
  



 
2. Callsign 
 

Our comments are in response to Question 1 of the Call for Input:  
 
“Are there policy interactions or technologies you would like the DRCF to take into consideration 
as it develops its workplan for 2023/24? Why are these important? Please outline areas that 

cover at least two of the DRCF member regulators’ remits”  
 
There are two areas we would like to highlight for the DRCF to take into consideration:  

 
a) Improving accountability online by verifying genuine users will help protect consumers.  
 

There is limited accountability online when compared to the physical world. By building 
accountability into the online world, it acts as a deterrent to adverse behaviours including 
online harassment, social engineering, fraudulent advertising, and fake reviews.  

 
There should be greater responsibility on online businesses to identify their users, and to 
remove harmful content. Accountability should start with verification that the individual is a 

real, genuine user. After this, stronger verification and authentication of real users’ identities 
online allows for harmful content to be associated with specific user profiles, and the content 
to be more easily moderated and removed when perpetrators are identified.  
 

Verifying the genuine user is also essential for solving online challenges such as age verification 
and the identification of vulnerable customers e.g., in the gambling sector.  
 

In addition to being verified at the point of initial user account creation, users should be subject 
to robust ongoing authentication, to make sure they are who they say they are when 
interacting with digital services.  

 
We welcome the work of Ofcom to date on these topics in the Online Safety Bill, as well as the 
work of the CMA on fake reviews. We note there are UK Government initiatives looking at 

similar themes, including the Home Office’s Cyber Duty to Protect programme and elements of 
DCMS’s Digital Identity Programme.  
 
Regulators should encourage the use of innovative, readily available, and easy to deploy 

technologies to tackle these issues. Technologies in this area are constantly advancing and any  
solutions deployed must be able to adapt to new threats as they evolve, in order to keep up 
with the tactics of bad actors and those seeking to cause harm online.  

 
New, innovative technologies such as behavioural biometrics provide a means of authenticat ing 
users online in a frictionless way without impacting the customer experience and are already 

deployed in sectors such as financial services where behavioural biometrics are used for Strong 
Customer Authentication (SCA) under the Payment Services Directive 2 (PSD2).  



 
 
Regulators should continue to work collaboratively with industry participants to tackle these 
issues. We would welcome the opportunity to engage on these topics.  

 
b) We encourage the FCA to review and consider alignment with the European Banking 

Authority [EBA] interpretation of the ‘inherence’ element of Strong Customer 

Authentication (SCA) in the Regulatory Technical Standards on strong customer 
authentication and secure communication under Payment Services Directive 2 (PSD2) to 
enhance fraud prevention. Transaction monitoring cannot be used as a substitute for 

positively asserting the identity of a genuine user, when tackling payment fraud.   
 
It is encouraging to see the UK financial services industry, under direction of the FCA, taking 

positive measures to combat fraud. To stay one step ahead of fraudsters, the sector’s approach 
to fraud prevention must be robust and able to keep up with constantly evolving fraud tactics.  
 

As the FCA is aware, SCA was introduced by the EBA as a way for banks, e -commerce businesses 
and payment service providers in the European Union to tackle fraud and confirm that an 
individual is legitimately accessing their bank account or making a transaction.  
 

In November 2021, the FCA extended the definition of the ‘inherence’ element of SCA from 
relating ‘to physical properties of body parts, physiological characteristics and behavioural 
processes created by the body, and any combination of these’ to a broader definition that 

includes behavioural analytics such as spending patterns.  
 
This position diverges from the EBA’s interpretation of ‘inherence’. The EBA clarified in their 

June 2022 opinion that while “some market participants argued that behavioural characteristics 
related to the environmental analysis and payment habits, such as those related to location of 
the PSU, time of transaction, device being used, spending habits, online store where the 

purchase is carried out, should qualify as inherence… These behavioural characteristics do not 
relate to a physical property of the body and thus cannot be considered as an inherence SCA 
element”.  

 
While the types of behavioural analytics noted above can support fraud prevention methods, 
via transaction analysis, they cannot on their own positively assert the identity of a genuine 
user is making a transaction.  

 
New, innovative technologies already available in the market, such as behavioural biometrics, 
offer a method by which ‘inherence’ (as per the EBA’s  definition) can be achieved in a seamless 

manner without impacting the customer experience.  
 
We would encourage the FCA to review and engage with industry on this topic.  

 
Supporting research  



 
 
Across all industries and the public sector, businesses are realising that digital trust is 
foundational to success.  

 
Callsign commissioned CEBR to conduct a unique study into the value of digital trust across 
modern economies. 

 
Callsign’s analysis shows that a 1% increase in digital trust drives $596 increase in GDP per 
capita. See Callsign’s Digital Trust Indexv.  

 
Businesses must invest in building digital trust. With modern consumers demanding seamless, 
secure, privacy-preserving and ethical experiences in their digital lives, trust must be built into 

every digital experience and transaction.  
 
Callsign overview  

 
Founded in 2012, Callsign is a British technology company and a global pioneer in digital 
identity and fraud prevention. We have developed the first identification platform in the world 
that uses artificial intelligence to build digital DNA to authenticate users with unparalleled 

accuracy – right down to the way users type and swipe. Our technology is built on the 
foundation of privacy, confidentiality, and the protection of user data, with the very highest 
levels of encryption.  

 
We work with 60% of the UK consumer banking market, helping our clients to authenticate 
users, meet Strong Customer Authentication (SCA) requirements under PSD2, and tackle social 

engineering and Authorised Push Payment (APP) scams.  
 
In December 2020, Callsign participated in the FCA and City of London’s Digital Sandbox Pilot 

alongside one of our banking partners to develop our ‘dynamic fraud intervention’ solution, 
which aims to reduce APP fraud. 
 

https://www.callsign.com/digital-trust-index


 
3. Carnegie UK 
  

1. We welcome the opportunity to provide input to the DRCF’s workplan for 2023/4. It is good 
to note that the Forum’s objectives are now firmly established and that the plan includes an 
update on the delivery to date of shared pieces of work. Our main area of focus is on online 
safety and, as we have set out in our responses to previous DRCF consultations, we are 

particularly interested in regulatory coherence and the need for regulatory bodies with an 
interest in the services that will fall under this regime to work closely together. In that 
regard, we particularly welcomed the very clear statements earlier this year on joint 

working from the CMA and Ofcom, on managing the links between the digital markets and 
online safety regimes, and from the ICO and Ofcom, on data and privacy. In the midst of 
continued delays and uncertainty with the Online Safety Bill, these documents have been 

very useful to civil society stakeholders like ourselves and, we assume, to industry too as we 
all seek to look beyond the current Parliamentary process and understand the mechanics 
required for the successful implementation of the Online Safety Bill, once it receives Royal 

Assent. 
 

2. We note – and welcome the fact – that “many of the bilateral projects set out in our 

2022/23 workplan are envisaged as being multiyear and will therefore be moving into new 
phases in light of the changing technological and legislative context. For example, the 
prospect of implementation of new legislative regimes during the 2023/24 period means 
that DRCF members could be in a more operational phase, highlighting an even greater 

need for our coherence work.” The delays to the Online Safety Bill, while frustrating for 
many stakeholders, have at least have the positive consequence of enabling the DRCF’s 
working practices to bed down and to move beyond the hypothetical into some more 

detailed joint working. 
 
Are there policy interactions or technologies you would like the DRCF to take into 

consideration as it develops its workplan for 2023/24? Why are these important? Please 
outline areas that cover at least two of the DRCF member regulators’ remits  
 

3. We feel it is important that the DRCF (and specifically the FCA and Ofcom) do not 
underestimate the scale of the work OSB implementation challenge with regard to the fraud 
duties and the measures added to the Bill related to fraudulent paidfor advertising. (In light 
of the Government’s recent changes to the OSB to remove the “harms to adults” duties, we 

are also not entirely sure how advertising that does not fit the narrow definition of 
fraudulent ads will be dealt with.) Some of the early questions that will need early clarity 
once the Bill has received Royal Assent include: How are the regulators going to provide 

oversight? Who's going to “hold the ring” re acting on the findings that come out of Ofcom’s 
lead role eg assessing trends, identifying structural and/or systemic risks, horizon-scanning, 
analysing the data that comes back from the volumes of evidence that will emerge re 

fraudsters’ online tactics etc? Can OFCOM use insights from other regulators to trigger 
investigations and use its own information-gathering powers for audits? The accountability 



 
and information-sharing lines to Government will also be important: Who will the 
regulators report up to in order to influence wider policymaking and how do the 
departments with an interest in this (Home Office, DCMS, HM Treasury, National Cyber 

Security Centre) interact? Which regulator will have the lead stakeholder management role 
with organisations like CIFAS, Stop Scams UK, etc? How much of this can be worked through 
“in the open” and consulted upon at an early stage? 

 
Beyond fraud and scams, there are also considerations arising from the OSB re standards, 
particularly with regard to the impact on competition. Also, there may be issues around 

effective information-gathering and data sharing between the regulators and upwards to 
sponsoring Government department(s) – can these be worked through now? Will the safety 
steps required under the OSB impact on data protection requirements, not just in relation 

to age verification and the AgeAppropriate Design Code for children but also wider account 
verification? For example, will dominant platforms use sign-on for account verification as a 
way into other services in order to maintain control over users’  data? 

 
In line with the ‘factors we consider when prioritising work’, are there any areas of focus you 
believe align with these that are not covered in our previous workplan? 
 

4. We recognise the scale and breadth of the collaborative work already in train in relation to 
both the implementation of the VSP and online safety regimes and the imminent regulatory 
requirements arising from the Digital Markets, Competition and Consumer Bill. That said, 

horizon-scanning and future-proofing work will remain critical as these regimes bed down 
and mechanisms for the DRCF to continue to undertake shared evidence -gathering and 
rapid identification of areas of emerging harm will be vital in order to ensure the OSB 

framework is fit for purpose and reflected in Ofcom’s  development of codes and guidance 
for regulated services in the years ahead 

 

Are there any particular stakeholder groups (e.g. end users such as vulnerable consumers, 
children, businesses) that you believe the DRCF should be particularly mindful of when 
prioritising areas of focus for the DRCF? 

 
5. We have a particular interest at Carnegie UK in how the OSB regime will address violence 

against women and girls and have developed a code of practice 4 which we believe should 
be attached to the Online Safety Bill in order to address systemic issues that create harm for 

women and girls, beyond individual criminal offences (such as those recently signalled by 
the Government for addition to the OSB). Regardless of the final policy decision on the 
inclusion of this code in the Bill, hearing directly from victims’ groups - such as those who 

campaign to stop VAWG – should be an important part of the DRCF’s stakeholder 
engagement strategy going forward; for example, to inform their horizon-scanning and 

 
4 VAWG-Code-of-Practice-16.05.22-Final-1.pdf (d1ssu070pg2v9i.cloudfront.net) 

https://d1ssu070pg2v9i.cloudfront.net/pex/pex_carnegie2021/2022/05/24163713/VAWG-Code-of-Practice-16.05.22-Final-1.pdf


 
evidence-gathering work re the impact of, and shared risks arising from, the interrelated 
regulatory frameworks they oversee. 

 

Carnegie UK  
December 2022 

  



 
4. Centre for Information Policy Leadership (CIPL) 
 

i. Introduction 
 
The Centre for Information Policy Leadership (CIPL5) welcomes the opportunity to provide input 
to the Digital Regulation Cooperation Forum (DRCF) workplan 2023 to 2024 by answering to the 

questions presented in its call. 
 

i. Are there policy interactions or technologies you would like the DRCF to take into 

consideration as it develops its workplan for 2023/24? Why are these important? Please 
outline areas that cover at least two of the DRCF member regulators’ remits  

 

Digital Assets in blockchain 
 
Digital assets in blockchain are transforming financial services, both traditional and new, and 

are taking a foothold in many forms in the an expanding digital economy. As financial services 
regulators seek to put their arms around this fast evolving area in the US, UK, EU and other 
jurisdictions, it is imperative that data privacy issues are considered and addressed in tandem 

with the development of financial services policy and regulation to ensure a coherent, 
comprehensive and workable regulatory approach, and to support an open, innovative and 
competitive market in the UK. This interplay is particularly important for the ecosystem in 
blockchain networks given the foundational role of privacy in establishing and maintaining 

“trust” in the myriad of financial services innovations being developed. The key elemen ts of 
blockchain - transparency, immutability, borderless and de-centralised infrastructure – 
challenge many core concepts of privacy. This needs to be urgently addressed to enable users, 

providers and the technology and innovation supporting digital assets to continue to innovate 
with certainty, and to ensure that the UK attracts both talent and investment to be a market 
leading in digital assets and crypto. 

 
Research published by the UK Financial Conduct Authority in 20216 estimated ownership of 
cryptocurrencies was up to around 2.3 million individuals globally, an increase from around 1.9 

million in 2020—with 78% of adults having heard of cryptocurrencies. The total market 
capitalization of stablecoins has grown from $2.6 billion at the start of 2019, to $20 billion in 
September 2020—with global trading volumes estimated at $198 billion in April 20217. 
 

 
5 CIPL is a global privacy and data policy think tank in the law firm of Hunton Andrews Kurth LLP and is financially supported by the law firm and 
85+ member companies that are leaders in key sectors of the global economy. CIPL’s mission is to engage in thought leadership and develop 
best practices that ensure both effective privacy protections and the responsible use of personal information in the modern information age. 

CIPL’s work facilitates constructive engagement between business leaders, privacy and security professionals, regulators and policymakers 
around the world. For more information, please see CIPL’s website at http://www.informationpolicycentre.com/. Nothing in this submission 
should be construed as representing the views of any individual CIPL member company or of the law firm of Hunton Andrews Kurth.  
6 Financial Conduct Authority  Research Note: Cryptoasset consumer research 2021 | FCA 
7 TheCityUK Cryptoassets: Shaping UK regulation for innovation and global leadership 

 

http://www.informationpolicycentre.com/
https://www.fca.org.uk/publications/research/research-note-cryptoasset-consumer-research-2021
https://www.fca.org.uk/publications/research/research-note-cryptoasset-consumer-research-2021


 
Decentralized Finance (“DeFi”), a branch of the crypto ecosystem, accounts for a total value 
locked (“TVL”) in DeFi services from $600 million in January  1st 2020 to a peak around $315 
billion in December 2021, yielding a growth of 524% in two years8. While the TVL has since 

dropped, it remains well above $250 billion. In a geographical analysis of DeFi activity, 
Chainalysis highlights9 that a large part of the DeFi growth has been driven by professional and 
institutional investors particularly from the European financial service sector. It is clear that the 

economic impact is too significant to be overlooked.  
 
Digital assets in blockchain should be a key priority for the ICO and FCA in 2023 and 2024, and 

will be of interest to the CMA and Ofcom, as data and digital are core to digital assets. Clear 
analysis and direction of the interplay of privacy with digital assets will help ensure that the UK 
is a thought leader in this space, and to establish practical and proportionate approaches which 

support responsible innovation. 
 
Privacy enhancing technologies 

 
Both in the context of digital assets and more broadly, Privacy enhancing technologies (PETs) 
can be a useful instrument to safeguard data security as well as data privacy and to bridge 
tensions with existing data protection frameworks. For instance, zero-knowledge proof 

technology can verify the authenticity of a given transaction without providing access to the 
underlying data and has the potential to function as a standard encryption baseline for 
blockchain applications. PETs have the potential to be deployed broadly and by a larger group 

of private and public organisations, to mitigate privacy risks, aid and streamline legal 
compliance and establish trust in the development and use of digital technology. PET research 
beyond the initial ICO draft guidance should be a further priority on the DRCF work plan, 

especially in the areas where the different DRCF regulatory disciplines interact and overlap with 
data privacy rules (e.g. online safety / content moderation and data privacy, data security and 
data privacy, competition and data privacy, children’s rights and data privacy).  

 
Accountability frameworks  
 

Accountability has become a foundational stone of data privacy law, policy and best practice 
compliance among both private and public sector organisations. With increased regulatory 
expectations and the need to establish trusted and responsible data use and, many 
organisations have been developing privacy management programs to operationalise legal 

requirements, manage privacy risks and compliance and be able to demonstrate compliance 
and responsible use of data internally to management, to corporate boards and externally to 
regulators, auditors, corporate clients. CIPL has done extensive research on accountability and 

has published a number of influential papers on the topic. 
 

 
8 European Commission Decentralized Finance. Information frictions and public policies: approaching the regulation and supervision of 

decentralized finance 
9 Chainalysis The 2021 geography of cryptocurrency report: analysis of geographic trends in cryptocurrency adoption, usage and regulation 

https://www.informationpolicycentre.com/cipl-white-papers.html
https://www.thecityuk.com/our-work/cryptoassets-shaping-uk-regulation-for-innovation-and-global-leadership/
https://www.thecityuk.com/our-work/cryptoassets-shaping-uk-regulation-for-innovation-and-global-leadership/
https://go.chainalysis.com/2021-geography-of-crypto.html


 
The ICO has also emphasised the importance of accountability and has developed their 
Accountability Framework, to help organisations implement and measure accountability  
 

CIPL very much supports these initiatives. In the context of the DRCF workplan and further 
priorities, CIPL would like to suggest the following focus areas: 
 

a) a wider and more explicit recognition by all DRCF regulators of the importance of 
accountability in their respective regulatory competence; 

b) the development of a consensus and common cross-regulatory framework on the 

elements of accountability, which are risk-based, outcome based and common to all 
regulatory areas. CIPL works shows that accountability is law agnostic and can be 
applied in any area of digital regulation10. It would be desirable for companies 

operating in the UK to be able to work with a common framework that can 
leveraged across all relevant areas of digital compliance with the competence of 
DRCF regulators; 

c) more proactively incentivising and encouraging by providing tangible benefits for 
organisations that can demonstrate their digital responsibility in the given regulatory 
area11. 

 

Cross-regulatory sandboxes  
 
CIPL has been supporting the development and wider adoption of re gulatory sandboxes, as 

developed by the FCA, ICO and CMA. We would like to see further cross-regulatory sandbox 
projects launched within DRCF, especially in areas with interdisciplinary overlap and interaction 
– such as online safety / content moderation and data privacy, or children’s rights and data 

privacy, of digital assets and data privacy, or competition and data privacy. DRCF should 
consider proactively putting further resources into the development of such crossregulatory 
sandboxes. More organisations should be incentivised to participate. 

 
Transborder data flows 
 

Transborder data flows are one of the key areas and yet also the most complex issues of 
corporate compliance for both large and small organisations. Beyond just regulating the sharing 
of personal data through data protection laws, we see an increasing trend of data localisation 
requirements globally. Yet, it is essential to enable free and trusted data flows for the 

development and deployment of new technologies such as AI, for productivity and efficiency, to 
enable health and medical research and many other beneficial uses of data, that fuel economic 
growth and societal progress at large. The UK Government has taken steps to prioritised free, 

trusted and accountable data flows and has set up an Expert Council to advise on the matter. 

 
10 CIPL White Paper - Organizational Accountability - Existence in US Regulatory Compliance and its Relevance for a US Federal Privacy Law and 
CIPL White Paper - Organizational Accountability - Past, Present and Future 
11 CIPL White Paper - Organizational Accountability in Data Protection Enforcement - How Regulators Consider Accountability in their 
Enforcement Decisions 

https://www.informationpolicycentre.com/uploads/5/7/1/0/57104281/cipl_white_paper_on_organizational_accountability_-_existence_in_us_regulatory_compliance_and_its_relevance_for_a_federal_data_privacy_law__3_july_2019_.pdf
https://www.informationpolicycentre.com/uploads/5/7/1/0/57104281/cipl_white_paper_-_organisational_accountability_%E2%80%93_past_present_and_future__30_october_2019_.pdf
https://www.informationpolicycentre.com/uploads/5/7/1/0/57104281/cipl_white_paper_on_organizational_accountability_in_data_protection_enforcement_-_how_regulators_consider_accountability_in_their_enforcement_decisions__6_oct_2021__3_.pdf
https://www.informationpolicycentre.com/uploads/5/7/1/0/57104281/cipl_white_paper_on_organizational_accountability_in_data_protection_enforcement_-_how_regulators_consider_accountability_in_their_enforcement_decisions__6_oct_2021__3_.pdf


 
 
Given that cross-border data flows are inevitable and often essential to all the regulatory 
domains of the DRCF, CIPL would like to suggest a cross-disciplinary project and working group 

to identify essential and necessary data flows in the respective areas and consider how these 
data flows can be enabled in compliance with the existing and, perhaps future new, rules and 
transfer mechanisms. 

 
ii. In line with the ‘factors we consider when prioritising work’ (see above), are there any 

areas of focus you believe align with these that are not covered in our previous 

workplan? 
 
Coherence, Collaboration and Capability themes are all relevant to the intersection of digital 

assets and privacy. Given the unprecedented growth in this sector, and the need for both 
innovators and traditional financial institutions to have clarity as to how they can engage in 
digital assets, it is essential that privacy and financial services partner effectively in regulatory 

and policy development. In the fight against financial crime, we can see how the balance 
between requirements to know customers better and monitor financial transactions can create 
tensions with privacy obligations to limit data processing, particularly of special category and 
criminal data, and concerns about automated decision making. The UK was able to navigate 

these tensions through the provisions of the Data Protection Act 2018 (Schedule 1 Section 12), 
but they remain open issues in many other jurisdictions, leading to uncertainty and an overly 
cautious approaches to data processing, with the consequences that less than 1% of laundered 

money is ever recovered12. 
 
As the nature of digital assets continues to grow and evolve, it is increasingly important that a 

coherent regulatory approach is developed. Already the Data Protection Authorities in France 
and Singapore, and the European Parliament and EU (e.g. Markets in crypto-assets Regulation 
"MiCA") are developing approaches to digital assets, some of which are helpful. If the UK 

wishes to support a pro-innovation economy, it also needs to be ready to tackle and provide 
practical policy thought leadership for digital assets on blockchain. Digital Assets are a current 
reality, not just a future potential, making this an urgent priority for 2023. 

 
iii. Are there any particular stakeholder groups (e.g. end users such as vulnerable 

consumers, children, businesses) that you believe the DRCF should be particularly 
mindful of when prioritising areas of focus for the DRCF? 

 
Digital assets have the potential to impact all members of the public, whether through NFT’s, 
crypto currencies, tokenisation of assets, etc. Consumers, businesses and the financial services 

sector itself are all impacted. A focus on vulnerable consumers and children, as digital assets 
are made more readily available through social media channels, is certainly a priority. The 
cross-border nature of digital assets also needs to be addressed.  

 
12 Forbes Why Organized Illicit Finance Demands An Organized Global Response 

https://www.forbes.com/sites/deloitte/2021/05/20/why-organized-illicit-finance-demands-an-organized-global-response/?sh=cfec2d3101ab


 
 
The DRCF is encouraged to be open and consultative going forward to leverage the full breadth 
of business engagement and to build trust in the model. 

 
An important element of capacity building in stakeholder engagement is the ability to rely on 
tools that can provide practical support for innovators and greater coherence to the regulators' 

work. In this sense: the development and adoption of standards and codes of conduct can ease 
navigation of overlapping regulations; and the simplification of the sandbox model would help 
decrease the necessary investment and allow start-ups and SMEs to cooperate on potentially 

less complex issues. 
 

II. Conclusion 

 
CIPL is grateful for the opportunity to provide input to the DRCF workplan 2023/2024. CIPL 
supports DRCF's work: cooperation between regulators and business takes time and 

persistence, but we strongly believe it will lead to sustainable outcomes for the digital 
ecosystem in support of innovation. 
 
If you would like to discuss any of the comments in this paper or require additional information, 

please contact XXXXXXXXXXXXXXXXXXXXX, XXXXXXXXXXXXXXXXXXXXX, or 
XXXXXXXXXXXXXXXXXXXXX. 

  



 
5. Chainalysis 
 
Foreword 
 
Thank you for the opportunity to submit evidence to this DRCF call for input. We are prepared 

to assist the inquiry using our industry and technical experience to provide further insight 
should it be considered helpful. 
 
Chainalysis fundamentally believes in the potential of the DRCF as not only a means for 

cooperation between public bodies but as a means for industry to inform the approach to 
digital regulation in this space. This will ensure that any regulatory approach is more likely to be 
sustainable because it has been developed in concert with those it applies to.  

 
About Chainalysis 
 

Chainalysis is a blockchain data and analytics company with over 850 public and private sector 
customers in over 70 countries. We are a partner to regulators implementing and enforcing 
anti-money laundering (AML) and countering the financing of terrorism (CFT) and other public 

policy goals involving digital assets. We are also a partner to law enforcement and other 
government agencies, which use our products to investigate criminal activity involving digital 
assets. Businesses also use our products for transaction monitoring and meeting compliance 

requirements under the UK Money Laundering Regulation (MLRs) and other AML/CFT and 
related requirements. 
 
Chainalysis’s partnerships with law enforcement and regulators are consistent with our mission: 

to build trust in blockchains. Fundamentally, we believe in the potential of open, decentralised 
blockchain networks to drive efficiencies, reduce barriers for innovators to create new financial 
and commercial products, encourage innovation, enhance financial inclusion, and unlock 

competitive forces across financial services and other markets.  
 
Our tools have been used in several successful digital asset investigations, including, but not 

limited to, the Mt. Gox hack, North Korean crypto hacking cases, the Colonial Pipeline attack, 
and the OFAC designation of Suex, a digital asset exchange that facilitated money laundering 
for a number of illicit actors, including ransomware gangs. More recently, Chainalysis assisted 

law enforcement partners in an investigation following the March 2022 DPRK theft of more 
than $600 million from Ronin Network. This investigation led to the seizure of more than $30 
million worth of cryptocurrency stolen by North Korean-linked hackers and marks the most 
significant seizure of cryptocurrency stolen by a North Korean hacking group.  

 
Question 3: Are there any particular stakeholder groups (e.g. end users such as vulnerable 
consumers, children, and businesses) that you believe the DRCF should be particularly mindful of 

when prioritising areas of focus for the DRCF? 

https://news.bitcoin.com/chainalysis-says-theyve-found-the-missing-1-7-billion-dollar-mt-gox-bitcoins/
https://blog.chainalysis.com/reports/lazarus-group-north-korea-doj-complaint-august-2020/
https://blog.chainalysis.com/reports/darkside-colonial-pipeline-ransomware-seizure-case-study/
https://blog.chainalysis.com/reports/ofac-sanction-suex-september-2021/


 
 
Public-Private partnerships as a crucial part of the approach to digital assets  
 

The importance of knowledge sharing between regulators is central to the DRCF, and for a good 
reason. However, a significant amount of expertise, insight, and data sits outside the public 
sector and this particular forum that could have a considerable impact if it were utilised 

effectively. 
 
Take, for instance, the approach to building engagement between Ofcom and the FCA on online 

fraud and scams. Missing from this picture is an acknowledgement that industry can greatly 
assist when it comes to understanding the threat landscape. Not only can this be of use during 
the policymaking stage with the design of suitable approaches and frameworks, but also in the 

implementation stage where supervisory action and monitoring are required.  
 
Understanding the landscape and the tools available in the new digital ecosystem by partnering 

with the public sector can only be additive to both processes and allow for a more nuanced 
understanding and more effective response. There is currently no effective forum for this kind 
of public-private partnership in the UK regarding digital assets. It may be worth considering the 
example of the U.S. Department of Treasury’s Financial Crimes Enforcement Network 

(“FinCEN”) Exchange program, which brings together representatives from FinCEN, law 
enforcement, regulators, and industry members in a voluntary public-private information-
sharing partnership.  

 
These exchanges enable FinCEN to collect and share information in a less formal setting and 
learn about the industry's challenges in preventing illicit finance. These sorts of public-private 

partnerships help to build and improve relationships and sharing mechanisms across the public-
private divide, with the goal of preventing illicit finance and protecting end consumers.  
 

Others recognise the importance of increasing public-private cooperation as it regards financial 
crime. Take, for example, the Recommendations of the Joint Working Group on Criminal 
Finances and Cryptocurrencies from the Europol and the Basel Institute on Governance. Their 

report recognises that closer cooperation with industry can have significant positive effects on 
addressing instances of digital asset-related crime by understanding and deploying the range of 
private sector tools and depth of insight that exists.13 
 

Beyond the utility of public-private partnerships for tackling financial crime in digital assets, 
there is value in encouraging such partnerships for other use cases and regulatory approaches 
to digital. Structuring around focus areas and technology themes can ensure that all relevant 

 
13 Seizing the opportunity: 5 Recommendation for cryptoassets-related crime and money laudnering - 2022 
Recommendations of the Join Working Group on Criminal Finances and Cryptocurrencies” 
https://www.europol.europa.eu/cms/sites/default/files/documents/2022_Recommendations_Joint_Working_Group_on_Criminal_Finances_a
nd_Cryptocurrencies_.pdf 

 
 

https://www.europol.europa.eu/cms/sites/default/files/documents/2022_Recommendations_Joint_Working_Group_on_Criminal_Finances_and_Cryptocurrencies_.pdf
https://www.europol.europa.eu/cms/sites/default/files/documents/2022_Recommendations_Joint_Working_Group_on_Criminal_Finances_and_Cryptocurrencies_.pdf


 
agencies and private sector actors are brought to the table and that the forum becomes a more 
effective medium for collaboration and information sharing.  

  



 
6. Coventry University 
 

Please may I suggest that research institutes/universities working in the area of the four UK 
regulators (CMA, Ofcom, ICO and the FCA) be included in ‘Collaboration on projects’. The call 
states: 
 

“… there is significant benefit in us coming together to address complex problems in 
areas of common interest. While we each need to deal with issues and make decisions 
in a bespoke way to deliver on our regulatory duties, we have opportunities to work 

together to achieve common goals. Doing this will allow us to work more efficiently, 
avoid duplicated efforts, develop shared approaches and deliver joint guidance for 
industry where appropriate.” 

 
Coventry University lead an EU funded international project, CSI-COP, investigating GDPR 
compliance specifically in websites and apps with respect to transparency about, and informed 

consent for, third-party tracking: https://cordis.europa.eu/project/id/873169 
 
The CSI-COP project won an industry award for ‘Best Innovative Privacy Project’ in the 

inaugural PICCASO privacy awards in December 2022:  
https://www.piccasoprivacyawards.com/blog/piccaso-privacy-awards-winners-announced-
celebrating-the-brightest-and-best 
 

CSI-COP leverages a citizen science methodology raising awareness amongst the general public 
about the extent of online tracking. and also increasing the scientific literacy of citizens by 
providing a free informal education resource ‘Your Right to Privacy Online’ in English and 

twelve translations: https://csi-cop.eu/informal-education-mooc/ 
 
The impact of CSI-COP is evident from the project’s privacy-by-design, no-tracking 

website influencing Coventry University’s own website to be more transparent and clearer 
about its cookie notices. CSI-COP partners have also worked towards changing their 
organisational websites to be more GDPR-compliant. CSI-COP’s first policy brief recommended 

that at least EU funded projects should create privacy-by-design websites. Further 
recommendations will include putting forward standards for cookie banners and privacy 
policies to make these more transparent and easier to understand. 
 

Coventry University contributing to the DRCF as the co-ordinating body could further bring 
together a variety of stakeholders. The purpose would be to benefit individuals and all kinds of 
businesses online increasing trust between stakeholders, and promoting the development of 

more trustworthy digital artefacts/ tools that protect data and privacy online, especially 
children’s data and privacy, since they also have human rights. 
 

I very much look forward to collaborating with the DRCF wherever possible in the future. Thank 
you for your time. 

https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fcsi-cop.eu%2F&data=05%7C01%7CDRCF%40ofcom.org.uk%7Caef3d0c979b5466afe1b08daf0129d41%7C0af648de310c40688ae4f9418bae24cc%7C0%7C1%7C638086259993124083%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C2000%7C%7C%7C&sdata=3RaxW4Lx2l5ProPhEZb2w170PITShNgGag5sGHfznUY%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fcordis.europa.eu%2Fproject%2Fid%2F873169&data=05%7C01%7CDRCF%40ofcom.org.uk%7Caef3d0c979b5466afe1b08daf0129d41%7C0af648de310c40688ae4f9418bae24cc%7C0%7C1%7C638086259993124083%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C2000%7C%7C%7C&sdata=qqId9pYV9FUX8%2FqIL0Y1U7k8M0GSW1mbq2vHMpcHTfk%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.coventry.ac.uk%2Fresearch%2Fabout-us%2Fresearch-news%2F2022%2Funiversity-led-digital-data-tracking-research-project-wins-innovation-award-from-national-privacy-organisation---piccaso%2F&data=05%7C01%7CDRCF%40ofcom.org.uk%7Caef3d0c979b5466afe1b08daf0129d41%7C0af648de310c40688ae4f9418bae24cc%7C0%7C1%7C638086259993124083%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C2000%7C%7C%7C&sdata=LUVo99M7Qhhf8g5pfo3SvEhFyeLRdQ%2BkyhgZYVKdzRo%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.piccasoprivacyawards.com%2Fshortlist&data=05%7C01%7CDRCF%40ofcom.org.uk%7Caef3d0c979b5466afe1b08daf0129d41%7C0af648de310c40688ae4f9418bae24cc%7C0%7C1%7C638086259993280290%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C2000%7C%7C%7C&sdata=lJ5QHkJkrIpfcHKoPBI3B5dssMND3hj0nJNxz7Bl1Hs%3D&reserved=0
https://www.piccasoprivacyawards.com/blog/piccaso-privacy-awards-winners-announced-celebrating-the-brightest-and-best
https://www.piccasoprivacyawards.com/blog/piccaso-privacy-awards-winners-announced-celebrating-the-brightest-and-best
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fcsi-cop.eu%2Finformal-education-mooc%2F&data=05%7C01%7CDRCF%40ofcom.org.uk%7Caef3d0c979b5466afe1b08daf0129d41%7C0af648de310c40688ae4f9418bae24cc%7C0%7C1%7C638086259993280290%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C2000%7C%7C%7C&sdata=6y%2BtCHWQNrHtAsz20tW1vwYMbEHOvyVU4Vme%2BM%2Bvk0U%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fcsi-cop.eu%2F&data=05%7C01%7CDRCF%40ofcom.org.uk%7Caef3d0c979b5466afe1b08daf0129d41%7C0af648de310c40688ae4f9418bae24cc%7C0%7C1%7C638086259993280290%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C2000%7C%7C%7C&sdata=SzXfMgCoAFxNFgQQMbnvpoZSrUEPs1wIZL9ruA8G2LM%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fcsi-cop.eu%2F&data=05%7C01%7CDRCF%40ofcom.org.uk%7Caef3d0c979b5466afe1b08daf0129d41%7C0af648de310c40688ae4f9418bae24cc%7C0%7C1%7C638086259993280290%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C2000%7C%7C%7C&sdata=SzXfMgCoAFxNFgQQMbnvpoZSrUEPs1wIZL9ruA8G2LM%3D&reserved=0
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Sincerely, 
Huma 

-- 
Dr. Huma Shah 
-Director of Science (Co-PI), EU Horizon2020 CSI-COP research and innovation 

project: https://csi-cop.eu/ 
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